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[
∆q(x,Q2) + ∆q̄(x,Q2)

]

Spin share between components

Measure at polarized DIS : structure function

Polarized PDFs

visible in Fig. 1 inspired ideas [14] that a reason for the experimentally found small size of the
proton’s axial charge should be sought in a “shielding” of the quark spins due to a particular
perturbative part of the DIS process γ∗g → qq̄. The associated cross section is of order
αs(Q2), but the Q2-evolution of ∆G(Q2) would compensate this suppression. We note that this
interpretation of the axial charge, however, corresponds to a particular choice of factorization
scheme. To be of any phenomenological relevance, such “anomalous” models would require a
very large positive gluon spin contribution, ∆G > 1.5, even at a low scale of 1 GeV or so. As
we shall see below, initial experimental data now appear to make such a scenario very unlikely.

3. ∆g and scaling violations in polarized DIS
In principle, a clean determination of ∆g(x,Q2) is possible by investigating scaling violations of
the spin-dependent proton structure function g1(x,Q2) which is measured in polarized DIS. To
leading order of QCD, g1 can be written as

g1(x,Q2) =
1

2

∑

q

e2
q

[

∆q(x,Q2) + ∆q̄(x,Q2)
]

, (4)

where the ∆q and ∆q̄ are the quark and anti-quark helicity distributions. QCD predicts the
Q2-dependence of the densities through the spin-dependent DGLAP evolution equations [5]:

d

d ln Q2

(

∆q
∆g

)

(x,Q2) =
∫ 1

x

dz

z

(

∆Pqq(αs(Q2), z) ∆Pqg(αs(Q2), z)
∆Pgq(αs(Q2), z) ∆Pgg(αs(Q2), z)

) (

∆q
∆g

) (

x

z
,Q2

)

,

(5)
the ∆Pij are the spin-dependent “splitting functions” [5, 15] which are evaluated in QCD
perturbation theory. As one can see, ∆g contributes to the scaling violations of g1. Nonetheless,
∆g has been left virtually unconstrained (see, for example, [16, 17, 18, 19, 20]) by the scaling
violations observed experimentally in polarized DIS. This is due to the very limited lever arm
in Q2 of the fixed-target experiments. Figure 2 shows current theoretical “uncertainty bands”
for ∆g from DIS scaling violations. At best, a tendency toward a positive ∆g is seen. We
note that a recent new analysis by the COMPASS collaboration [21] using their latest deuteron
DIS data [22] finds two “allowed” regions for ∆g, one with positive, one with negative gluon
polarization. Clean and precise extractions of ∆g(x,Q2) over a wide range of x and Q2 from
scaling violations of g1 would become possible at a polarized electron-ion collider, EIC [23],
thanks to its vastly larger kinematic reach.
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Figure 2. Results for x∆g(x,Q2 = 5 GeV2)
from several analyses [16, 17, 18] of polarized
DIS. The various bands indicate ranges in ∆g
that were deemed consistent with the DIS
scaling violations in these analyses. From [9].
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1987 : EMC

20 years ago…

If quarks and 

anti-quarks

carried ~60% 

of the 

proton spin…

EMC ‘87

naive expectation

A1(x) =
g1(x)
F1(x)

∆Σ ∼ 0.0± 0.24 (Q2 = 10GeV2)

Any way to recover naive expectation?

‘spin crisis  puzzle’

HERMES and COMPASS:

Gluon contribution through Anomaly Altarelli, Ross
Efremov, Teryaev

‘gluon contamination’

∆Σexp = ∆Σ− 3
αs

2π
∆G

~0 ~0.7 ∆G > 5 !!

Increased the interest on measuring the gluon contribution (full set of pdfs)

unnaturally large 



Several attempts to obtain polarized PDFs 
during the last decade

•E.Leader, A.V.Sidorov and D.B.Stamenov, LSS

•M. Glück, E. Reya, M. Stratmann and W. Vogelsang, GRSV

•T. Gehrmann and W.J. Stirling, GS

•J. Bluemlein and H. Boettcher, BB 

•Asymmetry Analysis Collaboration, AAC 

•DdF and R. Sassot, DS

•DdF, G.A. Navarro and R. Sassot, DNS

•C. Bourrely, F. Buccella and J. Soffer, BBS

•G. Altarelli, R. Ball, S. Forte, G.Ridolfi,  ABFS

• SMC

• HERMES

•+ several others

A few of them:

Polarized PDFs

All fits include DIS data : agree on ‘quark’
Differ on assumptions about the sea
Huge differences on gluon distribution

DIS fixed target

be instrumental in precisely mapping the x-dependence of ∆g. The main power of RHIC in

telling us about ∆g(x,Q2) lies in the combination of all these planned measurements, which will

determine ∆g(x,Q2) over a wide range of x and Q2 as well as test the robustness of the overall

approach. We will now address each of the key processes individually. In what follows, we will

select the GRSV “∆g-band” [2] shown in Fig. 11 (and for the quark distributions in Fig. 4) as

a guide. Within the framework of the NLO calculation available for each of the key processes,

we will translate this band into a band for the double-spin asymmetries ALL for the various key

processes. This band, which we will refer to as “NLO theory band” indicates a current range

in theoretical model predictions for ALL. We will then confront the result with the expected

sensitivities at RHIC. Note that the right part of Fig. 11 displays the corresponding band for

∆g/g. The measured spin asymmetries ALL are effectively proportional to ∆g/g in linear or

quadratic form. The “target” luminosities used for experimental sensitivities aim to improve the

statistical precision for ∆g over current DIS analyses by at least a factor ≈ 3, even for the pp

channel with the smallest cross section (but cleanest) used to probe ∆g.

The abundant probes: high-pT pions and jets. To match the expected improvements in ma-

chine and detector capabilities, STAR and PHENIX will address the gluon polarization with a

progression of probes. At the moment, as RHIC is still developing higher luminosity and po-

larization, measurements exploit the abundant channels for inclusive pion and jet production.

Indeed, PHENIX has already published [83] first ALL data for pp → π0X from the 2003 RHIC

run, shown in Fig. 12. Even with an integrated luminosity of only a few hundred nb−1 and a

beam polarization of ≈ 30% the data are already at the verge of constraining ∆g at a level com-

parable to the information extracted from the polarized-DIS database. This is only the beginning,

of course. The improved luminosity and beam polarization anticipated for the 2005 run should
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Figure 11: Left: results for∆g(x,Q2 = 5 GeV2) from recent NLO analyses [1, 2, 36] of polarized
DIS. The various bands indicate ranges in ∆g that were deemed consistent with the scaling

violations in polarized DIS in these analyses. The rather large differences among these bands

partly result from differing theoretical assumptions in the extraction, for example, regarding the

shape of ∆g(x) at the initial scale. Note that we show x∆g as a function of log(x), in order
to display the contributions from various x-regions to the integral of ∆g. Right: the “net gluon
polarization” ∆g(x,Q2)/g(x,Q2) at Q2 = 5 GeV2, using ∆g of [2] and its associated band,
and the unpolarized gluon distribution of [82].

24

Aidala et al

SLAC, CERN, DESY, JLab:

∆G(Q2 = 10) ∼ 1− 2



First GLOBAL analysis at NLO accuracy DdF, R.Sassot, M.Stratmann, W. Vogelsang (DSSV) TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 1: Comparison of RHIC data [3] and our fit. The shaded
bands correspond to ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

Q ≥ 1 GeV

pT ≥ 5 GeVjet @ STAR

pπ
T ≥ 1 GeVpions @ Phenix

Gluons at LO !
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The LO calculation

To have qT != 0 the Higgs has to recoil against one parton
⇒ The LO is O(α3

S)

H

Amplitudes used at LO: gg → gH , qq̄ → gH + crossing

The calculation shows that the large-Mt approximation works
well as long as both qT and MH are smaller than Mt

R.K.Ellis, I.Hinchliffe, M.Soldate, J.J.van der Bij (1988)
U.Baur, E.W.Glover (1990)

MH = 120 GeV

Glosser, Schmidt (2002)

Similar conclusion obtained also for H + 2 jets

V.Del Duca, W.Kilgore, C.Oleari, C.Schmidt, D.Zappenfeld (2001)

M.Grazzini, CERN 28 − 3 − 2003 6
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Similar conclusion obtained also for H + 2 jets
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PP @ RHIC

jets
pions

DIS/SIDIS

∆q + ∆q̄

∆q, ∆q̄

∆g



Important lesson from unpolarized physics : use “safe” observables 

Data Selection

d∆σ =
∑

ab

∫
dxa

∫
dxb ∆fa(xa, Q2)∆fb(xb, Q

2)× d∆σ̂ab(xa, xb, pT ,αs(Q2), pT /Q)
partonic cross-section

pdfs

Parton Model Factorization 

Only Rule (not bias): Check that works on the unpolarized case!

DSS fragmentation (DdeF, Sassot, Stratmann)

First develop new set of fragmentation functions to 
validate semi-inclusive processes

SIDIS pp→ π

Solid basis for the analysis

from e+e-, ep and pp collisions

✓  ✓  



Important lesson from unpolarized physics : use “safe” observables 

Data Selection

d∆σ =
∑

ab

∫
dxa

∫
dxb ∆fa(xa, Q2)∆fb(xb, Q

2)× d∆σ̂ab(xa, xb, pT ,αs(Q2), pT /Q)
partonic cross-section

pdfs

Parton Model Factorization 

Only Rule (not bias): Check that works on the unpolarized case!

Do not include: “high pT” hadrons from Compass and Hermes
No NLO description available (soon!)

Not clear pQCD works well : check unpolarized?

DSS fragmentation (DdeF, Sassot, Stratmann)

First develop new set of fragmentation functions to 
validate semi-inclusive processes

SIDIS pp→ π

Solid basis for the analysis

from e+e-, ep and pp collisions

✓  ✓  



x∆fj(x,Q2
0) = Njx

αj (1− x)βj (1 + γj
√

x + ηjx)

Global Fit

node allowed

PDFs obtained by global fit : χ! minimization

ansatz for PDFs at Q!
with initial set of parameters

evolve PDFs to relevant scale 
Q using DGLAP

Calculate observable

and χ!

~400 data points

 χ! minimum?

yes

result : best fit

no

change parameters
~ 5000 times

χ2 =
N∑

i=1

(Ti − Ei)2

δE2
i

0 for sea/gluon

Use Lagrange Multipliers technique to estimate uncertainties (from exp. 
errors) on some observables

Φ(λi, {aj}) = χ2({aj}) +
∑

i

λi Oi({aj})

See how fit deteriorates when PDFs
 forced to give different prediction for  Oi

21 free 
parameters

∆χ2
n We take a pragmatic 2% to define uncertainty bands
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PDFs and “uncertainties”
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TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 1: Comparison of RHIC data [3] and our fit. The shaded
bands correspond to ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating
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TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted
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HERMES DIS 39 33.6

HALL-A DIS 3 0.2
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SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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squared. To explore this further, Fig. 3 shows the χ2
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data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating
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they can be taken as faithfull estimates of the typical
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sharing evenly to ∆χ2. In this way we can produce a
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and, therefore, a more conservative estimate. Such a pro-
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data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating



TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
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at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
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the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
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tency between is found. A small ∆g at x # 0.2 is also
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ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.
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they can be taken as faithfull estimates of the typical
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and, therefore, a more conservative estimate. Such a pro-
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One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
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bust pattern for the sea polarizations, clearly deviating
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tency between is found. A small ∆g at x # 0.2 is also
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ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.
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at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating
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FIG. 3: The χ2 profile (a) and partial contributions ∆χ2
i (b) of

the data sets for variations of ∆g1,[0.05−0.2] at Q2 = 10 GeV2

from an SU(3) flavor-symmetric sea, which awaits fur-
ther clarification from the upcoming W boson program
at RHIC. A particular interesting result emerges for the
polarized strange quark distribution: a fit that excludes
the SIDIS data prefers a negative ∆s, but with SIDIS
data included, ∆s is forced to be positive for x ! 0.02,
in agreement with a recent LO analysis in [16]. From the
fit we find breaking parameters εSU(2,3) in (6), (7) very
close to zero, such that the first moment of ∆s must be
negative. Therefore, in the full fit, ∆s turns negative at
small x, gaining most of its area there. This is also visi-
ble in Tab. II, where we show the full and truncated first
moments for our PDFs. The behavior of ∆s also leaves
its imprint on the quark singlet, ∆Σ. Notice that below
x ! 0.001, where no data is available, the contribution
for the moment is determined by the extrapolation of the
distribution rather than constrained by the fit.

Conclusions.—We have presented in this paper the
first global NLO QCD analysis of DIS, SIDIS, and pre-
liminary RHIC data in terms of the helicity parton distri-
bution functions. A technique based on the use of Mellin
moments of the parton distributions allows to efficiently
incorporate the data from pp scattering at RHIC in a full
and consistent NLO analysis. We have found that the
RHIC data set significant constraints on the gluon he-
licity distribution, providing evidence that ∆g(x, Q2) is
small in the accessible range of momentum fraction. We
also found that the SIDIS data clearly point to a mostly
positive ∆ū and a negative ∆d̄. The strange quark distri-
bution ∆s comes out negative at x " 0.02 and positive at
higher x, even though here the systematic uncertainties
inherent in SIDIS are arguably largest.

While our study should and will be improved on a
number of aspects, in particular related to the inclusion
of theoretical uncertainties and the treatment of experi-
mental ones, we believe that it opens the door to finally
obtaining a better and more reliable picture of the spin
structure of the nucleon. In particular, it will help RHIC
to realize its full potential, as hopefully more and more
precise data will emerge over the next few years. We
finally note that use of our fast and efficient Mellin tech-

nique for incorporating NLO pp scattering cross sections
in the analysis is of course not restricted to RHIC, but
could equally find important applications at the LHC.

TABLE II: First moments ∆f1,[xmin−1]
j at Q2 = 10 GeV2.

xmin = 0 xmin = 0.001

best fit ∆χ2 = 1 ∆χ2/χ2 = 2%

∆u + ∆ū 0.813 0.793 +0.011
−0.012 0.793 +0.028

−0.034

∆d + ∆d̄ -0.458 -0.416 +0.011
−0.009 -0.416 +0.035

−0.025

∆ū 0.036 0.028 +0.021
−0.020 0.028 +0.059

−0.059

∆d̄ -0.115 -0.089 +0.029
−0.029 -0.089 +0.090

−0.080

∆s̄ -0.057 -0.006 +0.010
−0.012 -0.006 +0.028

−0.031

∆g -0.084 0.013 +0.106
−0.120 0.013 +0.702

−0.314

∆Σ 0.242 0.366 +0.015
−0.018 0.366 +0.042

−0.062
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ther clarification from the upcoming W boson program
at RHIC. A particular interesting result emerges for the
polarized strange quark distribution: a fit that excludes
the SIDIS data prefers a negative ∆s, but with SIDIS
data included, ∆s is forced to be positive for x ! 0.02,
in agreement with a recent LO analysis in [16]. From the
fit we find breaking parameters εSU(2,3) in (6), (7) very
close to zero, such that the first moment of ∆s must be
negative. Therefore, in the full fit, ∆s turns negative at
small x, gaining most of its area there. This is also visi-
ble in Tab. II, where we show the full and truncated first
moments for our PDFs. The behavior of ∆s also leaves
its imprint on the quark singlet, ∆Σ. Notice that below
x ! 0.001, where no data is available, the contribution
for the moment is determined by the extrapolation of the
distribution rather than constrained by the fit.

Conclusions.—We have presented in this paper the
first global NLO QCD analysis of DIS, SIDIS, and pre-
liminary RHIC data in terms of the helicity parton distri-
bution functions. A technique based on the use of Mellin
moments of the parton distributions allows to efficiently
incorporate the data from pp scattering at RHIC in a full
and consistent NLO analysis. We have found that the
RHIC data set significant constraints on the gluon he-
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small in the accessible range of momentum fraction. We
also found that the SIDIS data clearly point to a mostly
positive ∆ū and a negative ∆d̄. The strange quark distri-
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higher x, even though here the systematic uncertainties
inherent in SIDIS are arguably largest.

While our study should and will be improved on a
number of aspects, in particular related to the inclusion
of theoretical uncertainties and the treatment of experi-
mental ones, we believe that it opens the door to finally
obtaining a better and more reliable picture of the spin
structure of the nucleon. In particular, it will help RHIC
to realize its full potential, as hopefully more and more
precise data will emerge over the next few years. We
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nique for incorporating NLO pp scattering cross sections
in the analysis is of course not restricted to RHIC, but
could equally find important applications at the LHC.
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pion + photon

 Less inclusive allows to perform a more detailed selection 

Cuts to enhance sensitivity on some partonic channel
Slightly different scales

 TH: Understand better COMPASS observables (and keep asking for cross-sections!)

 DIS: COMPASS and JLAB-12 data (evolution)

 RHIC: more precise and at 500 GeV (smaller x)

Future of ∆G



Summary

 Learnt a lot about polarized pdfs and proton spin contribution

 Reasonable knowledge on quark, more work needed for antiquarks

 Gluon polarization much smaller than expected at medium x

                                                                                             

 But still far from solving the spin sum rule puzzle: huge uncertainty
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Summary

 Learnt a lot about polarized pdfs and proton spin contribution

 Reasonable knowledge on quark, more work needed for antiquarks

 Gluon polarization much smaller than expected at medium x

                                                                                             

 But still far from solving the spin sum rule puzzle: huge uncertainty

Anomaly DIS Global

Q2 = 10

Need gluon at small x

TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

∫ 1

0
∆g(x, Q2) dx

∆G ∼ −1
2
∆Σ?∆G ∼ 5 ∆G ∼ 1− 2 ∆G ∼ 0?



Summary

 Learnt a lot about polarized pdfs and proton spin contribution

 Reasonable knowledge on quark, more work needed for antiquarks

 Gluon polarization much smaller than expected at medium x

                                                                                             

 But still far from solving the spin sum rule puzzle: huge uncertainty

Anomaly DIS Global

Q2 = 10

Need gluon at small x

TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

∫ 1

0
∆g(x, Q2) dx

∼ 10−3

∆G ∼ −1
2
∆Σ?∆G ∼ 5 ∆G ∼ 1− 2 ∆G ∼ 0?



Summary

 Learnt a lot about polarized pdfs and proton spin contribution

 Reasonable knowledge on quark, more work needed for antiquarks

 Gluon polarization much smaller than expected at medium x

                                                                                             

 But still far from solving the spin sum rule puzzle: huge uncertainty

 Polarized ep collider needed to get first moment

Anomaly DIS Global

Q2 = 10

Need gluon at small x

TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

∫ 1

0
∆g(x, Q2) dx

∼ 10−3

∆G ∼ −1
2
∆Σ?∆G ∼ 5 ∆G ∼ 1− 2 ∆G ∼ 0?
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Uncertainties

Use Lagrange Multipliers technique to estimate uncertainties (from exp. 
errors) on some observables

Φ(λi, {aj}) = χ2({aj}) +
∑

i

λi Oi({aj})

See how fit deteriorates when PDFs forced to give different prediction for  Oi

should be parabolic if data set can determine 
the observable (otherwise monotonic o flat) 

∆χ2
n

∆χ2
n We take a pragmatic 2% to define uncertainty bands

Use Hessian Method to estimate uncertainties (from exp. errors) on pdfs

Hessian eigenvector PDF basis sets
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Figure 13 shows the !2 profiles including the individual
contributions from the DIS, SIDIS, and RHIC pp data sets
and from the F, D values for the fit parameters faig,
obtained with the Lagrange multiplier approach. Clearly,
while for some of the parameters the profiles are smooth
and parabolic as expected in the simplest approach, for
others they are not, showing not only nonparabolic behav-
ior but variously asymmetric shapes, multiple minima, or
almost flat regions. It is worth pointing out that these
behaviors are not related to a lack of flexibility of the input

parametrizations, but to features of the data itself. For
example, the double minima observed for N !d and " !d are
associated with two possible ‘‘best-fit solutions’’ to the
pion SIDIS asymmetries, which show strong fluctuations.
In most cases, the behavior is still reasonably quadratic

within "!2 < 1, however, which further justifies the ap-
plicability of the Hessian method for "!2 ¼ 1. Beyond
that, simple extrapolation based on an assumed quadratic
behavior may give misleading results. We recall that the
central values for the parameters can be found in Table II.
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FIG. 13 (color online). The !2 profiles obtained with the Lagrange multiplier approach for the parameters faig of the fit. The solid
lines represent the increase in !2 above the value obtained in the best fit. Dash-dotted lines, long dashed, dotted, and short dashed lines
represent the partial contributions coming from inclusive, semi-inclusive, RHIC, and baryon-decay data, respectively. The parameters
#i have been fixed here and are hence not included.
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validity of assumed extrapolations of the parton distribu-
tion functions to small x.

We have mentioned earlier that in our fit Ru ! ð!uþ
!"uÞ=ðuþ "uÞ and Rd ! ð!dþ! "dÞ=ðdþ "dÞ become con-
stant in the ‘‘valence region’’ as x ! 1, where the sea
quark contributions become small. Figure 5 shows the
ratios Ru, Rd along with the most relevant experimental

data. The information at the highest values of x comes from
the Jefferson Laboratory Hall A experiment [12]. As one
can see, our Ru goes to unity at high x, which is consistent
with expectations in relativistic constituent quark models
[71], but also in perturbative QCD, using power counting
and hadron helicity conservation [72]. We furthermore find
that Rd remains negative in the region where it is con-
strained by data and presently shows no tendency to turn
towardþ1 at high x. The latter behavior would be expected
for the pQCD based models. We note that it has recently
been argued [73] that the upturn of Rd in such models could
set in only at relatively high x, due to the presence of
valence Fock states of the nucleon with nonzero orbital
angular momentum that produce double-logarithmic con-
tributions %ln2ð1& xÞ in the limit of x ! 1 on top of the
nominal power behavior. The corresponding expectation is
also shown in the figure. In contrast to this, relativistic

TABLE III. Truncated first moments !f1;½0:001!1(
j at Q2 ¼ 10 GeV2 and their uncertainties for !!2 ¼ 1 obtained with the Lagrange

multiplier and the Hessian methods. For future reference, we also recall the results for the Lagrange multiplier method obtained in [28]
under the assumption !!2=!2 ¼ 2%, which are to be considered more realistic estimates of the uncertainties. In the last line, !gRHIC

represents the first moment but truncated to ½0:05 ! 0:2(.

Lagrange multiplier !!2 ¼ 1 Hessian Lagrange multiplier !!2=!2 ¼ 2%

!uþ!"u 0:793þ0:011
&0:012 0:793* 0:012 0:793þ0:028

&0:034

!dþ! "d &0:416þ0:011
&0:009 &0:416* 0:011 &0:416þ0:035

&0:025

!"u 0:028þ0:021
&0:020 0:028* 0:022 0:028þ0:059

&0:059

! "d &0:089þ0:029
&0:029 &0:089* 0:029 &0:089þ0:090

&0:080

!"s &0:006þ0:010
&0:012 &0:006* 0:012 &0:006þ0:028

&0:031

!# 0:366þ0:015
&0:018 0:366* 0:017 0:366þ0:042

&0:062

!g 0:013þ0:106
&0:120 0:013* 0:182 0:013þ0:702

&0:314

!gRHIC 0:005þ0:051
&0:058 0:005* 0:056 0:005þ0:129

&0:164
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FIG. 3 (color online). Our polarized PDFs of the proton at
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improved Hessian approach, as described in the text.
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!"1;½0:001!1" # R
1
0:001 dx½!uþ !#uþ !dþ! #dþ !sþ

!#s", at Q2 ¼ 10 GeV2. As expected, the main constraints
come from the DIS and SIDIS data. The value for the
truncated first moment obtained in the best fit is signifi-
cantly higher than that for the full first moment given in
Table IV, which is a manifestation of the large negative
contribution from strange quarks and antiquarks that arises
in our fit at small x. Thus, keeping in mind the discussion
about strangeness above, we conclude that if SUð3Þ flavor
symmetry in relating hyperon ! decays to nucleon spin
structure is strongly broken, !" would be as large as
(0:36 or so, whereas it will be about 30% smaller if
SUð3Þ holds well and the first strange moment !"s turns
out to be large and negative. We note that such lower values
of !"( 0:24 or so have usually been obtained in previous
analyses relying on the use of SUð3Þ symmetry [31–34,36].
In any case, !" is certainly much smaller than the typical
expectation of !" * 0:6 in quark models.

Spin-dependent gluon distribution !g: We have already
noted in our DSSV paper [28] that the polarized gluon
distribution !gðx;Q2Þ comes out rather small in the pres-
ently accessed range of momentum fraction x, and prefers
to have a node. At variance with the findings of Ref. [34],
we do not find any nonoverlapping best-fit solutions with
gluon polarizations of opposite signs. This duplicity is
readily excluded by the RHIC pp data. The RHIC data
in fact turn out to play a crucial role in constraining !g
[28]. The result is shown again in Fig. 3. We do not repeat
the plot of the "2 profile as a function of the truncated first
moment of!g here, which may be found in [28]. As can be
seen from Table III, the integral of !g over the RHIC x
region 0.05 to 0.2, !gRHIC, is found to be almost zero,
while Table IV shows that extrapolation to all x results in
the gluon spin contribution !g1 ¼ )0:084 at Q2 ¼
10 GeV2. We stress, however, that this result is not yet
reliable due to the large uncertainty in extrapolation to x !
0. In any case, there are presently no indications of a
sizable contribution of gluon spins to the proton spin.
This is in line with recent theoretical expectations obtained
within an effective low-energy theory of broken scale
invariance of QCD [85]. Recent bag model estimates also
point to relatively modest (but positive) values [86]. Very
large values of the integral of the spin-dependent gluon
distribution,!g1 ( 1:5 or so atQ2 ¼ 1 GeV2, as predicted
based on considerations of the QCD axial anomaly [87],
become increasingly disfavored, unless !g would show a
steep rise at small x. Future data from RHIC for spin
asymmetries in forward production of correlated hadron
or jet pairs, and from running at 500 GeV c.m.s. energy, are
expected to shed light on !g at lower momentum fractions
[88]. Again, also a polarized electron-ion collider [81]
would be ideally suited to address this important question
and to quantify the amount of gluon polarization at small x
from measurements of scaling violations of the structure
function g1. Other promising channels are, for instance, the

polarized photoproduction of single-inclusive hadrons [89]
or jets [90].
We have shown the comparison to some of the RHIC

data in Fig. 4 (see also Ref. [28]). A way to access !g in
lepton-nucleon scattering is to measure final states that
dominantly select the photon-gluon fusion process,
heavy-flavor production, ‘p ! hX, and ‘p ! hþh)X,
where the hadrons have large transverse momentum.
Figure 10 shows the corresponding results for the extracted
!g=g from SMC, HERMES, and COMPASS [18–21],
which have not yet been included in our global analysis.
We also show in the figure our result, for two representative
Q2 scales. It should be noted that this comparison is not
quite consistent, as the extraction of !g=g by the experi-
ments was performed at LO level based on Monte-Carlo
generators. Nonetheless, a small !g at x ’ 0:08–0:2 as
found in our analysis is also well consistent with the data
from lepton-nucleon scattering. We expect that the data for
the measured spin asymmetries will be included in our
global analysis in the future, after the NLO framework
for them has been fully developed and been compared to
data for the corresponding spin-averaged cross sections.

D. Exploring the fit parameter space

In this section we briefly present a few more details of
the behavior of our total "2 near its minimum, which has
ramifications, in particular, for the use of the Hessian
matrix method for estimating uncertainties. As we noted
before, an advantage of the Hessian technique is that it
allows one to produce sets of ‘‘eigenvector PDFs’’ [43],
which in turn can be straightforwardly used in computa-
tions of other observables, in order to estimate their PDF
uncertainty based on Eq. (11). For this, however, it is very
important to know the range of validity of the method, i.e.,
to which degree "2 is parabolic around its minimum.

COMPASS 2-had, Q2<1 GeV2
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SMC
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FIG. 10 (color online). Comparison of !g=g for our best fit, at
two representative Q2, to the extracted !g=g from photon-gluon
fusion processes investigated by SMC [19], HERMES [18], and
COMPASS [20,21]. These data were not included in our global
analysis since a consistent NLO framework is not available at
present.
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Compass/Hermes ∆G/G

Two hadron production :  gluon enters at Lowest order          
                           enhanced contribution

!g in lepton-proton scattering

!"#$%&'(%')*+, !"#$%!&&'"()*"+,,+-."/.0+1"2345."-367&+"289+-.&1".3".0+"703.34:

!!$.621"793-+$$+$"$+4$8.8;+".3"-.$/$%0!"#$%01#&($%

2!.!"!;!8&!<&+",39 34+=.>3"0!2934"79326-.834? -0!9% @*ABCDD?
EFGAFD?
DA@?"FHII

2

8,"JK" LM"N703.379326-.834O

64P43>4"
703.34"$.96-.69+

JK &!9Q+M"N+&+-.9379326-.834O"

JK

/.3$45'67"6#"7/($%&'8$43'6.7""3%!(%!'/.7%'(%'--,

9:;'43&#"/& R6$."+%+9Q84QM""/<6."43.084Q"!;!8&!<&+",39"JK"" L :

STQ+9?AD?U3Q+&$!4QV"W3R!P?"ADV"G8+2&?"D-0T,+9?"ADV"E+42&%+8+9?"D-0T,+9?"AD

 Low transverse momentum/less inclusive                  Factorization/pQCD at risk?

 Photoproduction : resolved polarized photon?

 only lowest order analysis : if factorization works, 
NLO corrections expected to be large
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✓Pion production at RHIC OK

DSS

DSS

✓SIDIS OK with DSS fragmentation functions
DdF., R.Sassot, M.Stratmann

Hermes

pπ
T ≥ 1 GeV

DSS fragmentation functions extracted from a global fit that 
includes RHIC and HERMES unpolarized data!

All other FF sets fail to reproduce Hermes data



 Ji 

SPIN SUM RULES

Jaffe, Manohar Chen, Lu, Sun, Wang, Goldman

Partonic interpretation
local operator only in 
light cone gauge

Gauge invariant
Lattice and GPDs
Contains interactions

Gauge invariant
physical interpretation ?
related to new pdfs ?

∆Σ ∆Σ ∆Σ′′

∆G′′
∆G

Lq
L′′

q

L′′
gLg Jg

L′
q

1
2
∆Σ + L′

q + Jg =
1
2

1
2
∆Σ′′ + ∆G′′ + L′′

q + L′′
g =

1
2

1
2
∆Σ + ∆G + Lq + Lg =

1
2

Jg != Lg + ∆G

Lq != L′
q

Adapted from M.Burkardt



Technical Problem: several evaluations of evolved PDFS and observables

Mellin space : convolutions turn into products

∆fn
j (Q2) ≡

∫ 1

0
dx xn−1 ∆fj(x,Q2)

Efficient (fast) inversion possible

Evolution of PDFs and NLO corrections involve convolutions:  time consuming

Exact (analytic) solution for DGLAP equations and DIS and SIDIS coefficients

Technical Issues and Mellin

Rather more complicated for pp observables

d∆σ = − 1
4π2

∑

ab

∫

Cn

dn

∫

Cm

dm ∆fn
a (Q2) ∆fm

b (Q2)

×
∫

dxa

∫
dxb x−n

a x−m
b d∆σ̂ab(xa, xb, . . .)

}
≡ ∆σ̂n,m

ab

New: any observable possible using sampling techniques faster evaluation ~1 day-computer
dijets with exp. cuts

pre- compute           grids in complex space
M.Stratmann, W. Vogelsang

n×m

∫
f ⊗ g → fn × gn
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DNS (DSS FFs)

DSSV08

DSSV+ compass
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δs ≡
∫ 1

0.001
∆s dx sidis clearly dominate 

kaons dominate

pions + dis
confabulation

Flavor separation still dependent of FF (unpol. Hermes multiplicities)
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